
PhD Position: “Private and Byzantine-Robust

Federated Learning”

1 Research project

1.1 Context

The increasing size of data generated by smartphones and IoT devices motivated the development
of Federated Learning (FL) [12], a decentralized learning framework for on-device collaborative
training of machine learning models. FL algorithms like FedAvg [15] allow clients to train a com-
mon global model without sharing their personal data. FL reduces data collection costs and can
help to mitigate data privacy issues, making it possible to train models on large datasets that would
otherwise be inaccessible. FL is currently used by many big tech companies (e.g., Google, Apple,
Facebook) for learning on their users’ data, but the research community envisions also promising ap-
plications to learning across large data-silos, like hospitals that cannot share their patients’ data [19].

While they mitigate privacy concerns by not exchanging raw data, FL does not in itself offer rigorous
privacy guarantees, and FL algorithms can be attacked by malicious participants. For these reasons,
in recent years a large body of the literature has focused on the design of decentralized algorithms
that are more privacy-preserving, using different variants of differential privacy [16, 6]. On the other
hand, another line of research has focused on decentralized learning algorithms that are robust to the
presence of malicious individuals in the system (Byzantine agents) [8, 7, 9]. Nevertheless, the design
and analysis of algorithms that are both robust and privacy-preserving is far less considered and
understood. Recently, it has been shown that in the case where the server is honest-but-curious, the
combination of differential privacy and robustness induces an additional error term, making them
at odds with each other [2]. Specifically, we face a utility-privacy-robustness trilemma (on top of the
conventional privacy-utility and robustness-utility trade-offs). Conversely, in the case of a trusted
server, some studies [10] have shown that privacy and robustness can actually be mutually beneficial.
A key question then arises: in what contexts are these two notions really good for each other?

1.2 Research objectives

The main goal of this PhD is to answer the previous question on the basis of new theoretical
analyses, and to design decentralized algorithms that are both robust and differentially private.
Several lines of research could be investigated.

A natural direction to seek better trade-offs between privacy, robustness and utility is to relax the
notions of privacy and/or robustness. One may consider the general framework of Pufferfish privacy
[13, 17], which allows to relax differential privacy by considering more specific secrets to protect
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and by constraining the prior belief that the adversary may have about the data. Similarly, while
Byzantine robustness has been shown to be at odds with local differential privacy [2], it is possible
to consider weaker threat models, such as the hidden state model [21], the shuffle model [5] or
the network model [6]. Regarding robustness, current approaches are designed to ensure protection
against Byzantine users that can misbehave arbitrarily [9]. However, such robustness is too stringent
and leads to conservative learning performance in practice when no user is fully adversarial. For
example, in the case of medical applications it is safe to assume that all the users, usually hospitals,
clinics or pharmacies, are honest by intention, but misbehavior could occur due to mistakes like
mislabelling. Refining (or designing new) Byzantine-robust schemes to weaker adversaries is crucial
to fully realize the benefits of robust decentralized learning in real-world applications.

Another line of investigation is to reconsider the notion of utility. In the majority of the aforemen-
tioned work, the key quantity to control (utility) is the optimization error of the empirical risk.
However, in (decentralized) machine learning one is often interested in also controlling the gener-
alization error [3, 14], namely the error that will be made on unobserved data points. In this case,
it will be interesting to study how robustness and privacy can jointly improve algorithm stability
and thus help generalization, e.g., by studying the connections between gradient coherence [4] and
robust aggregation [1, 22].

A last direction of research is to consider model update compression or sparsification techniques [20]
that have been independently shown to help privacy (see e.g., [11]). Whether the benefits of these
scheme hold true when aiming for robustness along with privacy remains unclear. Some technical
challenges are as follows. (i) While sparsification (in decentralized learning) improves the overall
privacy-utility trade-off, the same need not be true for the privacy-robustness trade-off. (ii) The
compression noise can be amplified in the presence of malicious clients in the system [18].

1.3 Timeline

The tentative work-plan for this PhD is as follows:

1. M1-M6: Review the existing literature on decentralized algorithms, differential privacy and
byzantine robustness.

2. M4-M16: Quantify the fundamental trade-offs between differential privacy, Byzantine ro-
bustness and utility in various settings and threat models. Design algorithms that provably
provide a good trade-off in some of these settings, and evaluate them in practice through
simulations and experiments.

3. M12-M30: Prove guarantees for the generalization error. Extend the previous results and
algorithms to relaxed notions of privacy and/or robustness so as to obtain better trade-offs.
Explore the potential role of compression.

4. M24-M32: Show the relevance of the proposed approaches on real-world data from concrete
applications. In particular, it will be possible to apply the methods developed in the thesis
to medical applications through existing collaborations with hospitals (see below).

5. M30-M36: Write the thesis manuscript and prepare for the defense.
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1.4 Expected skills

The applicant is expected to have studied machine learning and/or optimization, and to have good
mathematical skills. Some knowledge in distributed algorithms and broad interest for the topic of
trustworthy AI is a plus.

2 Research environment

This PhD position is a collaboration between two Inria research teams: PreMeDICaL and Magnet.
The position is funded by the IPoP project, a large interdisciplinary project on privacy. The
hired PhD student will be mainly based in PreMeDICaL (Montpellier, France) but will have the
opportunity to make regular visits to Magnet in Lille.

The PhD student will be jointly supervised by Aurélien Bellet, Nirupam Gupta, Batiste Le Bars
and Marc Tommasi. Together, they gather a world-leading expertise in all three key aspects of the
topic: federated learning, privacy and robustness.

This project will stimulate existing and emerging collaborations with other research groups on
themes at the intersection between machine learning, privacy, robustness and decentralized algo-
rithms. For instance, there will be opportunities to collaborate with other members of the IPoP
project, the members of FedMalin (a large Inria project on federated learning), the members of the
SSF-ML-DH project (on secure, safe and fairness machine learning for health), and the Distributed
Computing Lab at EPFL led by Rachid Guerraoui.

In terms of concrete applications, both PreMeDICaL and Magnet have ongoing collaborations with
hospitals and other clinical partners. These collaborations will provide opportunities to apply the
approaches developed during the PhD to concrete use-cases, for instance to run multi-centric decen-
tralized medical studies while preserving the confidentiality of the datasets held in each institution
and providing robustness guarantees.
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